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ABSTRACT

Advances in artificial intelligence (AI) have made it increasingly
applicable to supplement expert’s decision-making in the form of a
decision support system on various tasks. For instance, an Al-based
system can provide therapists quantitative analysis on patient’s
status to improve practices of rehabilitation assessment. However,
there is limited knowledge on the potential of these systems. In this
paper, we present the development and evaluation of an interactive
Al-based system that supports collaborative decision making with
therapists for rehabilitation assessment. This system automatically
identifies salient features of assessment to generate patient-specific
analysis for therapists, and tunes with their feedback. In two evalu-
ations with therapists, we found that our system supports thera-
pists significantly higher agreement on assessment (0.71 average
F1-score) than a traditional system without analysis (0.66 average
Fl-score, p < 0.05). After tuning with therapist’s feedback, our sys-
tem significantly improves its performance from 0.8377 to 0.9116
average F1-scores (p < 0.01). This work discusses the potential of a
human-AlI collaborative system to support more accurate decision
making while learning from each other’s strengths.
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1 INTRODUCTION

Advanced artificial intelligence (AI) techniques have the poten-
tial to supplement and improve decision making on various high-
stake contexts (e.g. health [7, 11, 12, 35], criminal justice [26]). One
promising application is a technology-assisted rehabilitation system
[35, 60, 62] that supports therapists informed decision making on
the assessment and administration of patients with musculoskeletal
and neurological diseases (e.g. stroke). In current practices, thera-
pists typically rely on clinical tests that involve their direct, visual
observation of patient’s exercise motions to evaluate the status of a
patient and determine interventions [23, 45, 53]. As this process is
time-consuming, therapists infrequently perform this assessment
due to their limited availability [39], Thus, therapists have a lack of
quantitative data on patient’s performance and progress to make
informed decision [6, 24]. With the goal of improving therapist’s
practices in rehabilitation, researchers have explored the feasibility
of decision support systems for rehabilitation, which automatically
monitor and assess patient’s exercise motions using sensors and
machine learning algorithms to generate quantitative analysis [62].

Even if prior work demonstrates the feasibility of rehabilitation
monitoring systems in a laboratory setting [34], the adoption of
these systems in practice still remains a challenge due to a lack of
user-centered designs [7, 12, 27, 64] and the opaqueness of machine
learning algorithms [10, 11, 27, 61]. These systems typically utilize
labeled sensor data and a machine learning algorithm to automati-
cally learn a function for monitoring and assessment on patient’s
exercises [34, 36, 62]. However, even if a complex algorithm is ap-
plied, it is challenging to derive a system that can perfectly replicate
the assessment of a therapist due to diverse physical characteristics
of patients. When systems with complex algorithms make incorrect
predictions on assessment and do not provide any explanations on
its prediction to support therapist’s decision making, these black-
box systems can exacerbate therapist’s user experience, and be
abandoned in practice [10, 11, 27, 29].

In this paper, we focus on studying how a domain expert, thera-
pist and an interactive Al-based system can collaborate with each
other on stroke rehabilitation assessment. Specifically, we develop
and evaluate an interactive approach (Figure 1) that integrates a
machine learning model with a rule-based model from therapists for
collaborative decision making. When a new patient performs an ex-
ercise with the patient’s unaffected and affected sides, this approach
first automatically selects salient kinematic features of assessment
(e.g. joint angle, the trajectory of wrist to the target position, etc.) to
predict the quality of motion and generate patient-specific analysis
on a visualization interface (Figure 2). This patient-specific analysis
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includes the predicted quality of motion on three performance com-
ponents (i.e. ‘Range of Motion’, ‘Smoothness’, and ‘Compensation’)
and the comparison between unaffected and affected sides with the
most salient features. After reviewing this patient-specific analysis,
a therapist can understand the capability of a system and provide
feedback (e.g. feature relevance) to refine an imperfect system.
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Figure 1: Flow diagram of an interactive approach for hu-
man and artificial intelligence (AI) collaborative decision
making on rehabilitation assessment: an Al-based system
automatically selects kinematic features of assessment to
predict the quality of motion and generate patient-specific
analysis on the visualization interface. A therapist can
review this summarized, patient-specific analysis to im-
prove understanding on patient’s performance and provide
feature-based feedback to tune a model for personalized as-
sessment

For the implementation of our approach, we utilized the dataset
of three rehabilitation exercises from 15 post-stroke and 11 healthy
participants with the corresponding annotations by therapists. With
this dataset, we applied reinforcement learning [37, 57] to identify
the most salient features of assessment and learn a machine learn-
ing model to predict the quality of motion on patient’s exercises
using leave-one-patient-out cross-validation. In addition, we con-
ducted a semi-structured interview with therapists to elicit their
knowledge on stroke rehabilitation assessment into 15 independent
if-then rules for the initial development of a rule-based model. We
utilized a weighted average ensemble technique [4, 36] to combine
machine learning and rule-based models into a hybrid model (HM)
for assessment.

After implementing our approach, we conducted two user stud-
ies with therapists to investigate how a therapist and an Al-based
system can work together on rehabilitation assessment. Our re-
sults show that therapists prefer the usage of our Al-based system
with patient-specific analysis to that of a traditional system with-
out any analysis. Specifically, the patient-specific analysis of our
Al-based system empowers therapists to have richer understand-
ing of patient’s performance with quantitative measurements and
supports them to achieve significantly higher agreement on assess-
ment (i.e. 0.71 average Fl-score) than the traditional system (i.e.
0.66 average F1-score) (p < 0.05). In addition, therapists can provide
feature-based feedback to refine an imperfect Al-based system that
improves its performance of replicating the therapist’s assessment
from 0.8377 to 0.9116 average F1-score on three exercises (p < 0.01).

The main contribution of this work is to present an interactive
approach that supports collaboration between an expert and an
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Al-based system and evaluate how both an expert and an Al-based
system can complement each other for more accurate decision mak-
ing on rehabilitation assessment. In contrast to most related work
of rehabilitation monitoring systems that focuses on improving the
performance of monitoring and understanding an activity with a
complex deep learning model [19, 34, 46, 49], our work highlights
the importance of creating a human-centered, interactive approach
for better deployment in practice. In addition, our work advances
knowledge on the effect and feasibility of a human Al collaborative
system for clinical decision making.

2 RELATED WORK

2.1 Towards Human-AI Collaboration

As the performance of Al systems has rapidly improved to match or
exceed that of human experts [55], people have considered substi-
tuting human decision making with predictions of these systems in
a variety of applications. However, deploying fully autonomous Al
systems remains disruptive, dangerous, and unethical in high-stake
contexts [50]. Instead, the need of involving a human to interact
with Al systems has received increasing attention [1, 11, 12, 37, 59].
Amershi et al. [2] propose design guidelines for human-Al interac-
tion through a user study with 49 design practitioners. Shneider-
man [52] presents ethical principles and practical steps for human-
centered Al systems. Building upon these guidelines, we focus on
exploring human-AI collaboration in the high-stakes context of
clinical decision making.

2.2 Human-Centered Clinical Decision
Support Systems

Clinical decision support systems [44] have been considered as
promising ways that can provide medical practitioners computa-
tional information on the status of a patient to improve their deci-
sion making on various disciplines (e.g. cancer diagnosis [11, 44],
detection of diabetic retinopathy [7], or assessment of rehabilita-
tion therapy [35, 60, 62]). However, even if such systems have the
potential to improve the quality and efficiency of health care [44],
the adoption of these systems in practice remains a challenge due to
the lack of user-centered designs [3, 14, 27, 42] and the opaqueness
of machine learning algorithms [10, 11, 27, 61].

For better deployment, recent research efforts in clinical decision
support systems have demonstrated the value of involving the end-
user in the process of design and evaluation. Yang et al. conducted a
field evaluation on the design of a decision support tool for cardiol-
ogists with synthetic data, and found that clinicians are more likely
to embrace a tool that augments their decision making in natural
and intuitive ways [64]. Cai et al. interviewed pathologists about
their desires about an Al assistant for prostate cancer diagnosis, and
discussed that one major need is to make an Al assistant transparent
by informing its overall capability and limitation on a task [12]. Lee
et al. [35] conducted interviews and focus-group sessions with ther-
apists to understand the challenges and needs during rehabilitation
assessment to design a human-centered decision support system.
In addition, Cai et al. demonstrated that interactive techniques can
improve diagnostic utility and user trust in the content-based image
retrieval systems with machine learning algorithms [11]. Beede et
al. showed that several socio-environmental factors can affect the
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